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_Abstract—EcoPlex is an infrastructure that enables simple gze compaRISON OF MOBILE AND UBIQUITOUS DEVICES ALL INCLUDE
wireless platforms to participate seamlessly in a feature-rich, BATTERY.
wireless ad hoc network. EcoPlex consists of gateways that are
responsible for handoff support for mobility and high data [System Size [prog. size[features
rate without burdening the simple nodes to implement multi- | Name (cmd) |or flash | included
hop protocols. The gateways also create virtual identities for Eco 1 7 KB antenna. accelerometer
simpler nodes to enable their participation in the feature-rich [Part 5_4 164 words | sensor ;]0 antenna
network without adding complexity to them. We demonstrate Bluetooth ear [1.9 na car hc;ne microbhone. ant
the feasibility of this idea with the ultra-compact wireless sensor Bod Shuffle : 6.17 7GB mugic Ia' or nopRF n’o an.i
platform called Eco to participate as virtual nodes in a fully Telos rev.B .38 78 KB sensorpck)\/ip ’antennayl ’

general ZigBee network. Experimental results show EcoPlex to be |
efficient and scalable. The enhanced mobility and interoperability | Mica2DOT | ~10 |128 KB | dep. on sensor module
are added to the Eco platform at the infrastructure level, all with  _Mica2 >50 [128 KB |dep. on sensor module
minimal node complexity.

to participate in full-featured networks by creatinrtual
|. INTRODUCTION identitiesand supportingoaming

Low-cost, ultra-compactwireless systems are becoming an ,
increasingly important part of mobile and ubiquitous compuft: Case Study: ZigBee
ing. By ultra-compact, we mean a complete wireless systemZigBee is a standard for wireless sensor networks (WSNSs).
on the order of 1 crhor smaller including battery, antennajt is possibly the most popular among researchers due to its
microcontroller unit (MCU), radio, I/0, and possibly storagesupport for ad hoc mesh networking. ZigBee is a networking
This is in contrast to conventional handheld devices (cédlyer on top of IEEE 802.15.4, which is a medium access
phone, MP3, and motes), which are 2—3 orders of magnitudentrol (MAC) protocol based on carrier sense, multiple access
larger. Table | shows a size comparison. The small size meavith collision avoidance (CSMA/CA). Although 802.15.4 is
they are less intrusive to deploy, while low cost means théydeed relatively simple, ZigBee is quite feature-rich. ZigBee
are amenable to many more applications. However, to be trulgfinesprofilesfor several application classes, including light-
low cost and small, they must be resource-constrained and ting control, media control, security alarm, automated meter
can afford to implement only bare-essential features. reading, healthcare, etc. The typical code size of a ZigBee

Interoperability with full-featured standard protocols is ofstack is 64-100 KB, which might seem trivial for general-
ten sacrificed as a non-essential feature, especially becapsaose computers, but it is quite high or even prohibitive for
it often imposes extra burden on the hardware and softwamneany cost-sensitive applications. In fact, a typical “ZigBee-
Interoperability is desirable and powerful, because it enablesady” platform such as Telos Revision B [1] contains 48 KB
the user to leverage and compose existing systems withofipprogram memory, barely enough for the ZigBee stack, let
having to re-invent the solutions. For example, it would be veglone any operating system or application code. As a result,
powerful if every wireless sensor node implemented a TCP/iBsearchers either implement only a subset of these protocols
stack, but this is simply not the case due to high overhead. @o sacrifice interoperability by building their own, lighter-
achieve interoperability without burdening the compact nodeseight stacks.
we propose adding support at the infrastructure level. ToBesides interoperability on homogeneous hardware, interop-
demonstrate the feasibility of this idea, we developed EcoPlexability between heterogeneous platforms may be important
a network of gateway nodes to enable these compact nodesecessary. On the high end, one may want ZigBee to be

integrated into IP networks. At the personal area network level,
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TABLE I

COMPARISON OFWIRELESSPAN TECHNOLOGIES control applications; ZigBee was initially motivated by WSNs
. . but ended up also including home control and automation as a
[Type  [Stack size [ Network [ Target application class| target. The code size of a Z-Wave stack is about 10-35 KB on

Wibree |4-16KB | Pt-to-Pt, Star | low-energy Bluetooth 8-bit MCUs, about 1/2 to 1/3 the size of ZigBee ones for the

Z-Wave |10-32KB | Mesh home automation/control  same type of MCU (e.g., 8051). Due to the simpler protocol

éllgzt%%th i:l_zléigs hsﬂti?h(]o itc?r:et) \évg%claqsosnze;esrci)ghrgg/:/ork stack and smaller code size, Z-Wave chips that integrate the
MCU, RF, and I/O can be made smaller and lower cost than
ZigBee ones.

Wave-only device for home control and automation. Besid?ﬁBluetOOth is the most well established among them and

Bluetooth and Z-Wave, it may be more effective for a ZigBeee most heavyweight. Bluetooth can be found in most cell

network to incorporate data from other non-ZigBee platforn%hones' laptop computers, keyboards, and earpieces. Bluetooth

. . . ) IS a master-slave protocol, where nodes form a star network
with better size, data rate, or power considerations. For eX

ample, pPart [2] and Eco [3] are two ultra-compact Wirelesgalledplconetwnh the master, and multiple piconets can form

sensor platforms on the order of 1-4 tincluding battery a scatternet Bluetooth modules are often implemented with a

. . . 38—bit embedded processor. To be competitive in the mobile
and antenna, but their respective program memory sizes are 64

and ubiquitous space, Bluetooth Low Energy Technology, also

words(not KB) and 4 KB, or 1-2 orders of magnitude smalle& : .
. .___._known as Wibree, has been proposed as a simple subset of the
than ZigBee. The small form factor enables new applications

. o . . upcoming Bluetooth 3.0 standard. The hardware will consume
such as infant monitoring, user interface devices, consun’ll r

behavior tracking, etc. End users care about using the ri ﬁ\{ver energy, deliver h|ghe_r da’Fa rate of up to 2 Mbps, and
e protocol stack complexity will be a fraction of Z-Wave.

solution that satisfy their constraints, and most would not - .

care about the actual protocol as long as the platforms arelnter.operabnlty of thesg protocols with other protocols has

interoperable. primarily been TCP/IP, in the form of 6LOWPAN (IPv6
over Low Power Wireless Personal Area Networks) [4] over

B. Contributions and Paper Organization 802.15.4, and IP over Bluetooth. However, Currently there

is no interoperability among these wireless protocols except

Th? main COI’ItI’Ibu.tIOI”I of this work is to demonstrate th%etween Wibree and Bluetooth 3.0. IP interoperability would
effectiveness of the infrastructure approach that supports jn-

. . : e highly desirable, as each node would be made accessible
teroperability and roaming. We choose ZigBee as the complex :
§ any computing system that speaks TCP/IP. Cooper [5]
standard and Eco as the compact platform for our stu Ad Shon [6] each implemented a subset of TCP/IP proto-
EcoPlex extends ZigBee networks by adding not only the lin P P

layer to Eco nodes but also presenting them logically as nocf:OsI stack to allow TCP/IP communication with embedded
y P 9 9 y aeevices, while two embedded TCP/IP stacks, LwIP and ulP,

in the ZigBee network. For the nodes to work with EcoPlex . :
. : . re proposed by Dunkels [7]. However, implementation of a
we develop EcoMAC, a lightweight, pulling style protoco . .
: ; . . CP/IP protocol stack comes at a high price for these resource-
that is suitable for highly resource-constrained sensor nodes . e )
e?onstramed nodes, which find even the ZigBee stack to be too

z:JrghI:Snc[)EdC; v-I\—/ir;Eirr]Otﬁr;Iclzqogv;j;)peogr:giiéng::I(t%;%lflfgx f’éavyweight. To enable interoperability without burdening the
P g b )éies, we propose to implement the interoperability feature at

nodes to perform high-bandwidth communication that wou g? ;
: . 2 e infrastructure level.
otherwise be infeasible if relayed.

The rest of this paper is organized as follows. Section Il dg- |nfrastructure
scribes the related works. Section 1l provides the baCkgmundlnfrastructure support is an important part of many wireless

on an Ethernet—ZlgBee gateway we have prev!ogsly built, %S}stem deployments, even for mesh networks that are supposed
overview of the ZigBee protocol, and a description of ECE%S

X . . ; operate without centralized control. For instance, in the
Section |V details our system design. Section V presents b

. ) . . _WWSN literature, the Extremes Scaling Network [8], the James
experimental results. Section VI concludes with a dISCUSSI?{éseNe Extensible Sensing System [9], and the Great Duck
of future work. ’

Island [10] deployments are examples where tiered network
Il. RELATED WORKS organization enabled greater spatial scale and increased net-
work capability. Rhee et al [11] describes the design of a
tiered network for increasing the lifetime of the entire network.
Table 1l shows a comparison of some popular wireledynch et al [12] discusses tiered networks for structural health
personal area network (PAN) technologies available for mobiteonitoring. The Tenet architecture by Gnawali et al [13]
and ubiquitous computing. ZigBee and Z-Wave are two similaimplifies application development and results in a generic
wireless technologies with overlapping target applicationsiote tier networking subsystem that can be reused for a
They are both mesh networking protocols: nodes in a Xariety of applications, all without significant loss of overall
Wave network are divided into Controllers, Routing Slavesystem efficiency. These tiered networks effectively provide
and Slaves, which correspond to Coordinators, Routers, anftastructure support that enables nodes to be simpler, but
End Devices in ZigBee. Z-Wave targets home automation atitk nodes are homogeneous in terms of wireless protocol in a

A. Wireless PAN Technologies



given tier, and they assume the nodes to be stationary rathe
than mobile.

C. Heterogeneous Networks

Previous works have considereabrtical interoperability
where a higher-tier network provides a bridge to the fully
general network, but few if any work consideh®rizontal
interoperability within a given tier. Dunkels at el proposes an
adaptive communication architecture for wireless sensor net-
works [14]. They notice the same problem that various sensotr
network protocols have been proposed, but existing communi-
cation architectures for sensor networks are not designed fo
this heterogeneity. They design an adaptive communication
architecture that enables users to write the applications withou
knowing the underlying protocols. However, the adaptive com-
munication architecture acts as a virtual machine that runs on
top of the sensor nodes. Moreover, it achieves interoperability Fig. 1. The fully assembled EZ-Gate board.
by increasing node complexity and thus may be difficult for
highly resource-constrained nodes.

running user applications. The hardware consists of the gate-
D. Roaming Support way main board and the RadioPulse LM-2400 module. The

Roaming support has been proposed and is in use in m%eway main board pontailjs a RETI ARM9-based broadband
wireless networks, including Global System for Mobile ComP€twork processor with an integrated 10/100-base/T Ethernet

munications (GSM), Wi-Fi, and Bluetooth. Most publishe@©t: @ PCI host bridge, ATA133 IDE controller, USB 2.0
works on handoff algorithms have been done for Bluetootf?0t Nub, @ security cryptographic co-processor engine, and
In George et al [15], the authors discuss three soft handéﬁveral multimedia I/O interfaces. It has 64 MB of DDR RAM

methods. In these methods, the base stations can mea&}@& 256 MB of flash memory for the file system. For the
@pm module, the RadioPulse LM-2400 module contains an

the relative received signal strength (RSSI). When the RS :
drops below the threshold, the base station initiates the handBffgrated 8051 MCU+RF system-on-chip. We programmed

procedure. Mobile Bluetooth Public Access (MBPAC) handoff With a full ZigBee Coordinator stack, and thus it serves
protocol [16] is a hard handoff algorithm, where the bas® @ ZigBee coprocessor to the ARM9. In addition, we have

station and Bluetooth devices periodically poll each other ffVeloped graphical user interface (GUI) tools for the users to

check the existence of the link. If the link is disconnectedi@nage EZ-Gates and ZigBee nodes. A photo of the EZ-Gate
d is shown in Fig. 1.

then the base station requests the nearby base stations to 68 . . o .
the Bluetooth device through a wired network. ZigBee relies 2 ZigBee network consists of three types of participants:
on ad hoc networking capability to obviate handoff supporfigBee Coordinators (ZC), Routers (ZR), and End Devices

but it does so adaptively without planning or consideratiofED)- EZ-Gate implements the Coordinator and Router roles.
for continued communication, and therefore the latency 6y Coordinator serves as the root of the PAN and may bridge
interruption may be long. to other PANs. A Router acts as an intermediary node that

routes data from other devices within the same network. An
[1l. BACKGROUND AND PROBLEM End Device is a leaf node and can communicate only with its

This section first provides a background on the systePr?re”t node, which may be gither the Coordinat_or or a Router.
platforms that we have constructed as a basis for the propoddgssages from an End Device are relayed by its parent node
EcoPlex system, including an Ethenet-ZigBee gateway Caugdanother E!’Id Device. In add|t|0_n, Z|gB_ee devices must agree
EZ-Gate and the ultra-compact wireless sensor node calffy@ Profile in order to communicate with each other.

Eco. Based on these platforms, we give the problem statement

for EcoPlex, including the design objectives and metrics for Eco Wireless Sensor Platform

evaluation. Eco is an ultra-compact wireless sensor platform and con-
sists of Eco nodes and base stations. Bago nodeis 1 cn?
A. EZ-Gate in volume and weighs under 2 grams, including a custom

EZ-Gate [17] is an Ethernet-to-ZigBee gateway that weithium-polymer battery and a chip antenna. The battery can
have developed. As the name implies, it bridges betweerba charged in the system. Afto base statioiis a transceiver
ZigBee PAN and TCP/IP over Ethernet. The Gateway hasodule that provides an uplink for the Eco nodes to the host
an architecture similar to a consumer-grade Wi-Fi/Ethernedbmputer or a gateway. Several versions of the base station are
router, except that it supports ZigBee instead. EZ-Gate is amilable, including one with a Fast Ethernet interface, USB
embedded Linux computer with ample flash and RAM fo2.0 interface, and UART interface. For the purpose of this
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Fig. 3. System structure.

work, we chose the USB version. Photos of the Eco platform
are shown in Fig. 2.

Both the Eco node and base station use integrated MCU+RF
SoCs based on Nordic’s ShockBurst protocol in the 2.4 GHz This section describes our technical approach to enabling
band, though it is incompatible with IEEE 802.15.4 use®mple nodes to participate in full-featured networks and
by ZigBee. The base station can be programmed to rf@aming via infrastructure support. Our approach is divided
autonomously without step-by-step intervention from the holtto several levels of abstraction: multi-radio gateway, data
computer. However, the small form factor means resourctdk and media access control, tiered network organization,
are constrained. The Eco node contains 4 KB of RAM sharé&eation and bookkeeping of virtual identities, and handoff
between program and data, while the base station contain§UPport.
KB of data RAM and 16 KB of program flash. The scarcity of i i
resource means these nodes cannot afford to implement c&n—'\/'UI'"'R""d'o Gateway
plex networking protocols, as most of the available memory In our terminology, agatewayrefers to an embedded com-
should be devoted to the application. puter that performs routing and handles complex protocols,
whereas abase stationis a simpler concept that transmits
or receives wireless packets on behalf of another computer,
C. Problem Statement possibly a gateway. Therefore, a gateway may actually contain
multiple base stations of same or different types. At the
The problem statement of this work is to develop infradlardware level, the first step towards interoperability is to
tructure support for two purposes: Eco-ZigBee interoperabiligdd the radio transceivers needed. Our EZ-Gate platform
and roaming. The first is to enable Eco nodes to appedlready includes the RadioPulse module for supporting ZigBee
in a ZigBee network purely by infrastructure support. Therotocol processing, 802.15.4 MAC, and RF. To support Eco,
only modifications are to augment the EZ-Gates with Edwe attach two Eco base stations to EZ-Gate's USB port. One
base station modules and to modify EZ-Gate and base stat@gnmon reason for two transceivers instead of one is that
software. Each Eco node is to be connected to a base statiofagh radio is half duplex, and two radios make it full duplex.
a star topology, while ZigBee nodes should be able to discoJerthis case, our reason for using two transceivers per gateway
them, communicate, and form mesh networks with them justto dedicate one public channel to shared control of nodes
like any other ZigBee End Devices. To enable roaming of Edgtween gateways and one private channel for intra-gateway
nodes, the EZ-Gates are to negotiate and perform handoff &€ with its nodes. The architecture of the gateway is shown
the best possible link quality. in Fig. 3.

The objectives are as follows. First, the interoperabili% : ) .

. - e . Link Layer: Pulling
support should incur minimal or no modifications to the
hardware and software of Eco and ZigBee nodes, while theOur approach to keeping the resource-constrained nodes
base station and EZ-Gate can afford to implement most @ simple as possible is to adappalling! protocol named
all of the protocol complexity. Second, overhead incurred BycOMAC. That is, simple nodes act as pasdi servers
handoff support should be minimized. Another way of stating . o _
the second objective is to maximize the available, sustainab|éSome readers may ask if we mepuiling instead ofpulling. The purpose
bandwidth for user payload, even during the handoff proCeof polling is to check the status of a device or a flag in shared memory

it e 23 a condition for executing an action. Pulling, on the other hand, is a
as well as minimizing the latency of communication. communication style where the client requests and the server replies.

IV. TECHNICAL APPROACH



for them. For each Eco node that joins the EcoPlex network,
we allocate a unique ZigBee address. However, an identity is
more than just a unique network ID, because each ZigBee node

S , HostpC can implement severandpointsor logical devices. A typical
@ ZigBee node therefore maintains a list of ZigBee-defined
m data structures calledescriptors each of which specifies the
node’s capabilities and roles in a given ZigBee profile (i.e.,
application class). To reduce burden on the Eco nodes, we
@ make each Eco node maintain only a bitmap, rather than
o Lookup the descriptors themselves, to indicate which endpoints that

A Eco transceiver Server

it implements. The gateway then expands the bitmap into the
full ZigBee descriptor on behalf of the Eco node. All other
states pertaining to each Eco node are maintained in a database
by the Lookup Server.

An Eco node is almost always passive, except when it needs
to join the EcoPlex network. In that case, it will actively
transmit aJoin-Request message on the control channel.
Those gateways that hear this request will synchronize with

while |arger nodes such as gateways actaalientsthat ac- the LOOkUp Server, which will allocate a new node ID if one
tively pull data from them. This is in contrast pushingstyle has not already been assigned to the node previously and
protocols, where nodes actively transmit data either durif@Point one of the gateways to be the initial owner. During
assigned time slots or after checking channel availability. Pugirmal operation, each gateway operates in promiscuous mode
ing may seem more intuitive, as it allows nodes to make thdft sSnoop and receive packets that could be destined to any of
own decisions on communication and power management;ii$ Eco nodes or ZigBee nodes, and it routes the packets to the
perfect communication, it uses only the necessary bandwidiistined node. Packets generated by an Eco node and destined
and nothing extra. However, uncoordinated multiple accesa ZigBee device are translated by the node’s owner gateway
with pushing can result in collision. Moreover, if reliableand transmitted on behalf of the node, and vice versa.

communication is required, then nodes would still need two- .

. . . Roaming Support
way traffic by returning an acknowledgment message. On thé _ o _
other hand, pulling is very simple to implement, requires no Our approach to roaming support can be divided into state
time synchronization, and can implement reliable transmiglaintenance, link-quality tracking, and handoff coordination.
sion, since a pulling message can be used effectively aft@aming requires the infrastructure to keep track of the

NACK — by pulling the previous packet again. EcoMAC igateways involved. To decide whether to perform a handoff,

(K
i ZigBee Coordinator

& Eco Node
)

(@)
& ZigBee Device

Fig. 4. Network structure of EcoPlex.

based on the EcoDAQ [18] protocol. the infrastructure keeps track of the packet loss statistics. In
_ o case multiple nodes need to undergo the handoff process, the
C. Tiered Network Organization infrastructure enforces serialization, both for consistency and

As a superset of a ZigBee network, EcoPlex generalizéeiprevent collision. To decide which of the candidate gateways
the tierd network structure. The lower-tier network consists ®fill be selected, the gateways coordinate with each other based
ZEDs and Eco nodes over wireless links. They communica®® link quality, load balancing, bandwidth availability, and
with each other or with EZ-Gates, which form the mid-tiepther considerations. Then, they synchronize their decision
network. The top-tier network of EcoPlex consistlafokup With the Lookup Server. The steps of the handoff process are
Servers which are analogous to a dynamiomain name as follows.
server (DNS) for the Internet, for tracking the association of First, in normal state, each gateway periodically measures
nodes with gateways. Lookup Servers are used for routing déhg link quality. As the link quality deteriorates, the gateway
messages and handoff. Although the current implementatiagks the node to increase its transmission power if possible.
assumes one Lookup Server, there can be multiple LookWhen the link quality drops below the threshold, the gateway
Servers, making it possible to do distributed processing af@nds aHandoff-Request message to the Lookup Server to
thus be scalable to large networks without a central bottlenedktiate the handoff. In the mean time, the node continues
The top-tier and mid-tier networks are assumed to be tvls regularly scheduled data transmission. After the gateway
separate but bridged Ethernet networks. The network structiggeives aHandoff-Response message from the Lookup
of EcoPlex is shown in Fig. 4. Server, it sends dandoff-Start message to the Eco node

) to start the handoff process. The Eco node may also lose
D. Virtual Identity connection with this gateway, in which case it would attempt

To enable simple nodes to participate in the full-feature@joining any gateway that can hear it. The Lookup Server
network, our approach is for the infrastructure to create asdlects the gateway that has the best link quality from a list
maintain virtual identities for them as well as routing messages$ candidates.
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Fig. 5. Handoff Process.

V. EVALUATION

This section presents experimental results to show effec-
tiveness of EcoPlex. Not only should EcoPlex work correctlyig. 6. A substitute gateway node implemented with a Linux laptop equipped
for handoff and virtual identity features, but it should als#ith two transceivers for experimental setup.
perform well in terms of four objectives: data throughput,
handoff latency, load balancing, and code size. We also discuss .
potential issues with the current implementation and possible® for two reply packgts per pull, 383 kbits/s (23-byte
solutions. payload) and 45 kbits/s (27-byte payload)

« for three reply packets per pull, 42 kbits/s (23-byte
payload) and 5&25 kbits/s (27-byte payload)
i ) . _The data throughput of ECOMAC is higher than that of a

Our experimental setup consists of both Eco and ZigBgesya_style MAC (29.65 kbits/s) and slightly lower than
sensor no<_jes and EZ-Qates. D_ue to _the limited number of_ Bfat of a TDMA-style MAC (53.456 kbits/s) [18]. We can
Gates available at the time of this writing, we created SUbSt'FLﬂ?rther improve the data throughput to.521 kbits/s (23-byte

EZ-Gates with Iaptpp computers. runr!ing Linux 2.6.15 W'tBa load) and 671 kbits/s (27-byte payload) by increasing
attached Eco and ZigBee transceivers in the same way theymreg number of reply packets per pull to 10. However, the

attached to EZ-Gates. For all practical purposes, these lapt%’&nd-trip time of pulling all nodes also increases with the

perform identically to EZ_-Gates. One of the Iaptops_ru_ns thHEI'meer of reply packets. The round-trip time of pulling all

LOOk:p Serverr]. Weh com;:gure thle d(cejfault Rr']: transm|s_5|orr1] "Abdes increases linearly with the number of nodes. In addition,
I—lO Bm, ralt erlt anblt e usual 0 Bg]' T er:eason Is thabid round-trip time also increases linearly with the number of
owir pOV\I/er_ evel enables fECr?P ex to be muc n;lore SenS't'r‘feeplied packets as shown in Fig. 8. Excessively long round-trip
to the relative distance of the Eco nodes to the gateways, o may decrease the sensitivity of handoff detection. If the

To measure the timing a_iccurately at each stage, we use mgbility is high, then the mobile may miss the best timing for
Tektronix TDS2024B oscilloscope [19] that features 200 MHEZndoff while waiting during the round trip time. Currently,

bandwidth, 4 channels, and a sampling rate of up.@3/s
in real time.

A. Experimental Setup

we choose 2 or 3 replies per pull for high sensitivity of handoff
detection. If the command packet is lost, the base station will
perform retransmission by software. The extra delay for each
retransmission is about 12 ms, and the long delay will decrease
1) Stationary Nodes:Fig. 7 shows the average datahe data throughput significantly as shown in Fig. 9.
throughput while nodes are stationary. The payload length2) Mobile Nodes:Fig. 10 shows the data throughput for
of one RF packet is 27 bytes, of which 23 bytes are usewbbile nodes while several nodes in the same PAN need
as the actual data field for user applications. Therefore, Wwandoffs at the same time. When only one node needs to
individually discuss the data throughput in terms of 23 bytgmerform handoff, the data throughput decreases slightly due to
and 27 bytes. We vary the number of reply packets per ptiie overhead of handoff handling on the base station. In case
and measure the results in a highly controlled environmemiultiple nodes need handoff, the aggregate data throughput
with no packet loss. The achievable data throughput is can still be approximated with that for the case of one-

B. Throughput and Latency
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replies Fig. 11. Handoff time vs. command loss

node handoff. Because the Lookup Server schedules only h@0de to receive &andoff-Response message from the
handoff at a time, other nodes will need to wait until thkOOKUP Server is relatively short, about 15 ms. However, if
previous handoff finishes. The base station still schedules "€ are five other nodes in a given PAN waiting for handoff,
next data transmission time for those nodes that are waitiﬂ’ﬁn the waiting time for the 6th node is about 345 ms.
for Handoff-Response. Therefore, the total data throughput! € LOOkup Server permits the nodes of different PANs to
decreases by only.3%~ 5.7% as the number of concurrentoroadcast and initiate handoff at the same time, so that each

handoff requests increases. node does not need to wait for nodes in other PANs to begin
handoff.
C. Handoff Duration 1) Total Handoff Time:The total handoff time is the dura-

Although the number of pending handoffs does not a$on from the time a node broadcasts 10 packets on the public
versely affect throughput, the waiting time increases linearjpannel (for link quality test) until the time it successfully
with the number of handoff requests. The waiting time fopwitches to the new gateway. The channel reconfiguration

time consumes about 20@s. Fig. 11 shows that EcoPlex
exhibits fast handoff. The shortest total handoff time is about
T TTT 33.5 ms in the. bes_t case and .B88ms in the worst case,

2 Replics (27 bytos) since the handling time for 10 broadcast packets varies from

3 Replies (23 bytes) 15 ms to 30 ms. The handoff time of EcoOMAC is close

2 Replies (23 bytes) to that of Bluetooth, which is around 15 ms, and this is

rather competitive. However, for each control message lost

during handoff, it incurs 12 ms of extra delay for each

78 retransmission in purely software implementation. Hardware
10 3,07 support for acknowledgment and retransmission can cut the
0 delay to 25Qus (48x speedup) using the Enhanced Shockburst

0 ! ) 3 MAC, which is used in the next generation prototype of the

Pull Cmd Loss Count Eco node.
2) Timing Breakdown:Fig. 12 shows a breakdown of the

Fig. 9. Data throughput for stationary nodes when pull command losstime consumed by each stage of the handoff process. The time

50

40

30

Data Throughput (kbits/s)




20000 -
18494 L
18000 - 17586 17408

16000
12000
T T T T T T T T T 1 g
0 5 10 15 20 25 30 35 40 45 50 Z 10000 |
[ Waiting ——f———— Handoff Tme———————————{ < o L
Handoff (33.5 ms) 8000
(15ms) 6274
6000
4000 F 3046
- 2504
1. DBTS process data 2. Gateway process & 3. Lookup server resp 4. Gateway process & 2000 1420
packet & handoff request  send to lookup server and Ethernet delay send to DBTS (4ms)
(5ms) (4ms) (1ms) 0
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(15ms) (2.5ms)
9. Lookup server 10.Gateway process & ~ 11. CBTS process &  12. Node Rx & Switch . . . .
Choose new base Sendto CBTS(25ms)  RF Tx (1ms) channel (750us) Fig. 14. Code size comparison of MAC protocols for low-complexity PAN.
+ Ethernet Delay (11ms)

) S ) larger than our code size and exceeds the size of Eco’s total
Fig. 12. Consuming Time of each segment during handoff process EEPROM capacity (4096 bytes)

60

.l E. Discussion
48 48 48 48

s 38 431; B From above experimental results, we can see two major
£ 5 s TR bottlenecks: hangk_)ff waiting time and packets retransmission.
SO0 g 2 Replics The average waiting time for handoff response increases as
2 % several nodes in the same PAN move together. Due to the

20
fact that nodes in the same PAN interfere with each other if

10 1 they broadcast simultaneously, the Lookup Server forces those
nodes to serialize handoff. Serialization may be inefficient, and
5 6 7 8 9 10 11 12 one possible solution isluster handoffwhere one represen-
1/Sampling Rate (ms) tative node interacts with the gateways on behalf of a cluster
_ _ of nodes that experience similar RF conditions.
Fig. 13. Number of nodes a gateway can handle over different data rates.The most time-consuming operation during the handoff
process is the broadcastinghfpackets on the control channel

can be divide into two main part&iandoff-waiting timeand for testing link quality. To reduce the total handoff overhead, if

handoff timeThe handoff-waiting time is measured with the€Veral nodes need to perform handoff concurrently, then the
assumption that no other nodes are undergoing handoff at thSter-handoff scheme will allow only one node per cluster
time. Therefore, the Lookup Server can immediately respoffy Proadcast at a time. After the Lookup Server determines

to the handoff request. Otherwise, the handoff-waiting tinf8€ Néw gateway of that node, it will notify all nodes in that
will become the bottleneck. cluster to switch to the private channel of the new gateway.

3) Scalability: Fig. 13 shows the maximum number ofit also notifies the original gateway to remove those nodes

nodes that an Eco base station can handle at different ditdhat cluster from its PAN and notifies the new gateway to
rates. If each node samples data every 5 ms, then a padd those nodes into its PAN. By the clu_ster—handoff scheme,
station can handle up to 24 nodes if each node replies with titPS€ nodes in the same cluster can switch to a new gateway
packets per pull: and up to 27 nodes for three reply packé‘@ncurrently in a short time without taking much time to

per pull. As the sampling rate decreases, the number of no@kQadcast serially. However, this scheme has to absorb the risk
each base station can handle is up to 48. of unsuitable assignments of gateway to nodes in these cases,

since other nodes have not broadcast packets for measuring
D. Code Size link quality.

The total firmware size on our Eco node in EcoPlex is 2504 Figs. 9 and 11 show that throughput and handoff time are
bytes, where 1084 bytes are taken up by the drivers for REry sensitive to packets loss. The reason is that the current
send/receive, SPI read/write, ADC read/write, etc. ECOMAEco hardware does not support auto retransmission and auto
occupies 1420 bytes, and this shows that we can indeed keegnowledgment. Software implementation of retransmission
the node complexity very low. This code size is very smailhcurs extra 12 ms delay each time. With hardware-supported
comparing with other MAC protocol such as B-MAC [20], S-auto retransmission (in the next generation Eco nodes, being
MAC, X-MAC, TDMA, etc [21], as shown in Fig. 14. Some prototyped right now), retransmission time can be cut down
of them are implemented on top of TinyOS, and the whote 250 us, or 48 times faster than our current software
code size with TinyOS is about 1¥ 19 Kbytes, which is implementation.

0
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